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Motivation
❖Word embedding parameters often dominate overall 

model sizes in neural methods for natural language 
processing. Can we reduce embedding parameters for 
text classification tasks?

Discriminative Cluster Embeddings 
❖Standard Embedding (SE): Each word has its own word 

embedding vector.

Experiments

AG News DBPedia

Yelp Full ReviewYelp Polarity Review

AG News DBPedia Yelp Full Yelp Polarity

Size 0.05 0.1 0.05 0.1 0.05 0.1 0.05 0.1

SE 84.8 90.4 95.3 98.1 59.2 62.6 93.4 95.5

CE 89.2 90.7 96.9 97.9 60.3 61.0 93.9 94.4

CAE 86.3 90.7 96.1 98.1 61.2 62.3 93.7 95.3

ME 90.3 91.5 97.5 98.3 61.4 63.4 95.2 95.8

Test results (%). Model sizes are in MB.

Embedding 
size (MB)

Model size 
(MB)

Test acc 
(%)

Glove Baseline 85.947 - 87.18

Compositional coding* 2.305 - 88.15

Re-implemented 
compositional coding

0.245 0.353 83.43

Standard Embedding 0.092 0.137 86.84

Cluster Embedding 0.004 0.046 85.58

Cluster Adjusted Embedding 0.016 0.058 86.94

Mixture Embedding 0.009 0.051 88.22

IMDB test results.

Development accuracy vs model size (MB) on four datasets.
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Learned Word Clusters

❖Cluster Embedding (CE): 

❖Cluster Adjusted Embeddings (CAE): Each word has an 
additional 1-dimensional vector that gets concatenated 
to the cluster embedding.

❖Mixture Embedding (ME): Select the most frequent 𝑢
words to use unique embedding vectors and the 
remaining words use cluster embedding.

During training, use samples 𝒕𝒊
from Gumbel-Softmax(𝒂𝒊) as an 
approximation to one_hot(𝒉𝒊)

One-hot vector represents 
embedding membership

Test time, 𝐡𝒊 is determined by
𝒕𝒊 = one_hot(argmax(𝒂𝒊))

n:  Vocabulary size
m: Embedding dimension

k: Number of clusters

* Raphael Shu and Hideki Nakayama. Compressing word embeddings 
via deep compositional code learning. ICLR 2018
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Word clusters learned using CE model on AG News
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Embedding vector is computed by

❑ Each cluster has its own embedding vector.
❑ Each word 𝑖 has a cluster probability vector 𝑎𝑖.
❑ End-to-end training with classification loss.
❑ Cluster membership ℎ𝑖 is treated as latent variable.
❑ Difficulty: non-differentiable argmax

(𝑊)

# Cluster (AG News)

ME # Unique emb.

Effect of Hyperparameters

SE embedding dim.

Largest accuracy gains occur when increasing 
dimensionality from 1 to 2.

Vocabulary size (AG News)


